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1. Introduction

The last two decades of research on structural vector autoregressions (SVARs) has largely pursued methods for relaxing two constraints: constant model parameters and dogmatic identifying restrictions. Research focused on relaxing the assumption of constant-parameters has followed from the time-varying parameter VAR with stochastic volatility (VAR-TVP-SV) of Cogley and Sargent (2005) and Primiceri (2005) and the Markov-switching (MS-VAR) model developed in Sims and Zha (2006) and Sims, Waggoner, and Zha (2008). Research focused on relaxing the traditional types of identifying restrictions has followed from the seminal contributions on partially identified SVARs of Canova and De Nicolo (2002) and Uhlig (2005). To date, however, these two research agendas have lived largely separate lives.

This paper’s primary contribution is to be the first to merge structural time-varying-parameter dynamic systems and partial identification in an internally consistent probabilistic framework. My TVP-SVAR admits a reduced-form for which I provide a tractable MCMC algorithm for inference. Following estimation of the reduced-form parameters, the researcher may then apply the existing methods from the constant-parameter SVAR framework off-the-shelf, including partial identification methods, while preserving an internally consistent probabilistic model. Hence, one might alternatively summarize this paper’s key contribution as follows: it provides a TVP-SVAR amenable to the wholesale extension of the widely-used methods developed in Rubio-Ramírez, Waggoner, and Zha (2010) to a TVP setting.

The key challenge in constructing such a model is in specifying laws of motion for the dynamic parameters that maintain the invariance of the likelihood function to orthogonal rotations of the dynamic parameters. This invariance property is the key element that justifies the widely-used two-step approach for the estimation of constant-parameter SVARs under either exact or partial

---

1 See Cogley and Sargent (2001) for an earlier version of the VAR-TVP model without stochastic volatility. The desirability of model extensions in this direction, and at least a partial description of how one might formulate such models, goes back to Doan, Litterman, and Sims (1984) and Sims (1993).
identification in which researchers first estimate the reduced-form parameters that would be implied by the parameters of any candidate structural system and then find orthogonal rotations of the reduced-form parameters that yields structural parameters satisfying the identifying restrictions.\textsuperscript{2} This approach yields valid, likelihood-based inference for the SVAR because of the observational equivalence of the reduced-form and all candidate SVARs, the space of which is conveniently indexed by orthogonal matrices. In the case of exact identifying restrictions there is a unique value for valid structural parameters that are observationally equivalent to given reduced-form parameters, while in the case of sign-restrictions as in Uhlig (2005), a set of valid structural parameters are observationally equivalent to the reduced-form parameters.

This paper’s contributions are necessary because the models developed in Cogley and Sargent (2005) and Primiceri (2005) do not satisfy the invariance property. Nonetheless, researchers have sought to use the partial-identification toolkit to infer time-varying objects of interest in a fashion analogous to that used in constant-parameter SVARs: estimating a VAR-TVP-SV, constructing the “reduced-form” VAR system period-by-period, draw-by-draw, and applying standard sign-restrictions methods to decompose the “reduced-form” VAR parameters, again period-by-period, draw-by-draw.\textsuperscript{3} However the results based on arbitrary orthogonal rotations of VAR-TVP-SV’s parameters are, at best, difficult to interpret since in the context of the probability model originally estimated, the data can in fact tell the difference between the alternative parameter values. One particularly salient way to grasp the lack of the invariance to orthogonal rotations is to note that the results from the VAR-TVP-SV model can, in principle, depend on the ordering of variables, even if one only cares the “reduced-form parameters” implied by the structural parameters.\textsuperscript{4} While clearly conceptually

\textsuperscript{2}When the restrictions are either exactly or partially identifying, then at least one such rotation is guaranteed to exist for almost any value of the reduced-form parameters.

\textsuperscript{3}Such an approach to structural inference has been employed in Canova and Gambetti (2009), Baumeister and Peersman (2013b), Baumeister and Peersman (2013a), and Hofmann, Peersman, and Straub (2012).

\textsuperscript{4}Indeed, the potential sensitivity of results to variable ordering is known and acknowledged in both Cogley and Sargent (2005) and Primiceri (2005). See also Section 8 of Fox and West (2014) for a discussion of this issue. Note that both Cogley and Sargent (2005) and Primiceri
undesirable, the potential sensitivity to variable ordering in the VAR-TVP-SV is particularly problematic in practice because an $n$-variable VAR admits $n!$ unique orderings, and estimating even a single specification of the model is computationally demanding.\(^5\)

In contrast, the DSVAR I develop specifies laws of motion for the time-varying parameters whose likelihood function is invariant to orthogonal rotations of any elements in the sequences of structural parameters. To be precise, given estimates of the reduced-form parameters, all sequences of possible structural parameters that differ by an orthogonal rotation are, ex post, equi-probable. The model specifies laws of motion for stochastic time-variation in the reduced-form system directly and is known in the Bayesian statistics literature as the dynamic linear model with discounted-Wishart stochastic volatility (DLM-DWSV). Key for my purposes, the DLM-DWSV model’s likelihood function is invariant to period-by-period orthogonal rotations of a matrix square root of the time-varying covariance matrix. One implication of this property is that the estimated system is invariant to variable reordering, since such permutations are merely special cases of orthogonal rotations. As a result of this property, one can, in principle, estimate the DLM-DWSV model and then apply identifying sign restrictions for identification in a post-processing stage.

This paper builds off of a number of papers more familiar to statisticians than to economists. My DSVAR yields a reduced-form known to Bayesian statisticians as a dynamic linear model (DLM) with discounted-Wishart stochastic volatility (DLM-DWSV). Variants of the DLM with a constant covariance matrix have been used to model financial time-series since at least Quintana and West (1987), (2005) work with small dynamic systems of three variables and two lags, which make it feasible to check robustness against all six possible orderings, though it remains unclear how one would consider partial identification.

\(^5\)A single specification of a VAR-TVP-SV with four variables and four lags can easily take 24 hours to estimate and another 24 hours for structural inference via the application of sign restrictions to the first stage’s estimation output. Since an $n$-variable VAR admits $n!$ unique orderings, a researcher using only a modest 4 variable system, like that in Baumeister and Peersman (2013b), confronts 24 possible orderings, a thorough exploration of which strains the current limits of computational feasibility. A researcher daring enough to consider a 5 variable system would be faced with 120 possible orderings, leaving the researcher no choice but to plead ignorance regarding the importance of variable ordering for their results.
while the discounted-Wishart stochastic volatility process was formalized as a valid probability model by Uhlig (1994) and Uhlig (1997). Prado and West (2010) gives the most thorough treatment to date of the complete model, including a description of the posterior smoothing algorithm for the dynamic parameters, which is critical for my estimation algorithm.

In addition to its primary contribution, this paper makes two additional contributions purely in the context of the SVAR’s reduced-form. First, I contribute directly to the literature on DLMs by presenting an MCMC algorithm for fully-Bayesian inference for all model parameters, including the discounting parameter governing the variability of the stochastic volatility. Koop and Korobilis (2013) consider forecasting with a model similar to the reduced-form DLM-DWSV but without likelihood-based estimation of the model parameters. Furthermore, the MCMC algorithm is fast enough, even in high-level programming languages such as MATLAB, for the estimation of at least medium-sized VARs to be practical. Second, the paper demonstrates that DLM-DWSV can handle dynamic systems considerably larger than those previously considered in the literature estimating the VAR-TVP-SV; the application on time-varying fiscal multipliers uses \( n = 7 \) variables and \( p = 4 \) lags.

The methods I develop in this paper are fully complementary to a number of other recent contributions on SVAR identification, particularly Amir-Ahmadi and Drautzburg (2017) and Antolín-Díaz and Rubio-Ramírez (2017).

From here the rest of the paper proceeds as follows. In Section 2, I review the current frameworks for partial or exact identification in SVARs to facilitate comparison with my TVP extension. In Section 3, I describe the reduced-form model with time-varying parameters and stochastic volatility. In Section 4 I describe the MCMC algorithm for estimating the reduced-form model. In Section 5 I confront the model and estimation procedure with an empirical application based on estimating time-varying fiscal multipliers. In Section 6 I conclude.

Lastly before moving on I introduce a few notational conventions used throughout the paper. Matrices are styled as uppercase bold, as in \( \mathbf{A} \). Vectors are styled as lowercase bold, as in \( \mathbf{y} \). Coefficients are styled as lowercase normal weight, as in \( \beta \).
2. A crash course in structural VARs (and the reduced-form VARs inside of which they hide)

To fix ideas, in this section I describe the standard constant-parameter SVAR framework. My notation and description of the framework closely follow that of Rubio-Ramírez et al. (2010), to which I refer readers for further details.

2.1 The Structural Model

I treat the structural VAR as the primitive. I assume that the structural model describing the evolution of \( n \) observable and endogenous economic variables linearly relates each variable to the contemporaneous and lagged values of all other variables and a constant term. In other words, I assume that the \(( n \times 1)\) vector of observables at time \( t \), denoted \( y_t \), is realized according to a structural vector autoregression written as

\[ y_t \equiv y_t A = \sum_{\ell=1}^{p} y_{t-\ell} F(\ell) + c + \varepsilon_t, \quad \varepsilon_t \sim N(0_{n\times1}, I_n), \quad \text{for } 1 \leq t \leq T, \tag{1} \]

where \( \varepsilon_t \) is an \(( n \times 1)\) vector of exogenous structural shocks, “\( N \)” denotes the Gaussian distribution, and \( I_n \) is the \( n \times n \) identity matrix. The integer \( p \) is the number of lags of observables pertinent to the structural representation of the dynamic system. The matrices \( A \) and \( F(\ell) \) for \( 0 \leq \ell \leq p \) are each \( n \times n \) and \( c \) is a \((1 \times n)\) vector. I also assume the invertability of \( A \).

To make the subsequent exposition more concise, let \( m = p \cdot n + 1 \), define the \(( m \times n)\) matrix \( F \equiv [F'(1), \ldots, F'(p), c]' \), and define the \(( m \times 1)\) vector \( x_t \equiv [y_{t-1}', \ldots, y_{t-p}', 1]' \). One can then write the structural model in equation (1) more compactly as

\[ y_t A = x_t F + \varepsilon_t, \quad \varepsilon_t \sim N(0_{n\times1}, I_n), \quad \text{for } 1 \leq t \leq T. \tag{2} \]

I refer to \((A, F)\) as the structural parameters because they determine the evolution of the endogenous economic variables in response to the exogenous disturbances and I define \( S \equiv (A, F) \) to refer to the tuple of structural parameters. In the
absence of further restrictions, the space of possible values for $S$ is the subset of $\mathbb{R}^{mn+n^2}$ for which $A$ is invertible, and I refer to this space as $\mathcal{S}^U$ where the superscript “$U$” indicates that this is the “unrestricted” parameter space. Letting $p_S(\cdot)$ refer to the data density for $y_{1:T}$ implied by equation (2), I use the notation $S^U$ to refer to the unrestricted structural model, i.e. $S^U = (p_S(\cdot), S, \mathcal{S}^U)$.

The objects of interest to the economist are typically either $S$ or a function of $S$, such as impulse responses or variance decompositions with respect to particular shocks in $\varepsilon_t$. Unfortunately, without further restrictions on the parameter space, the data cannot identify the elements of $S$: for any $(A, F) = S \in \mathcal{S}^U$ and any $n \times n$ orthogonal matrix $Q$, the alternative parameters defined as $\tilde{S} = (AQ, FQ)$ are observationally equivalent to $(A, F)$. To be precise, and echoing Rothenberg (1971), I characterize observational equivalence in terms of data densities as follows.

**Definition 1** (Observational equivalence of data densities). If $p(\cdot)$ and $\tilde{p}(\cdot)$ are data densities for observables $y_{1:T}$, then $p(\cdot)$ and $\tilde{p}(\cdot)$ are observationally equivalent if and only if $p(y_{1:T}) = \tilde{p}(y_{1:T})$ for any $y_{1:T}$.

One can, however, identify certain combinations of parameters in $S$. The identifiable parameter combinations are summarized by the parameters of an alternative representation of the model known as the reduced-form VAR, which I describe next.

### 2.2 The Reduced-form Model

The structural model of the previous section implies the reduced-form model given by

$$y_t' = x_t' B + u_t', \quad u_t \sim \mathcal{N}(0_{n \times 1}, \Sigma), \quad \text{for } 1 \leq t \leq T,$$

The non-identifiability of $S \in \mathcal{S}^U$ is well known in the literature so I leave the formal proof to Appendix REF.
where the parameter matrices \((B, \Sigma)\) and the forecast errors \(u_t\) are derived from the structural parameters as follows,

\[
\begin{align*}
(4) \quad u'_t &= \epsilon'_t A^{-1} \\
(5) \quad B &= FA^{-1} \\
(6) \quad \Sigma &= (AA')^{-1}
\end{align*}
\]

and thus \(B\) and \(\Sigma\) have dimensions \((m \times n)\) and \((n \times n)\). Importantly, the matrix \(\Sigma\) is symmetric (and positive definite) and thus has only \(n(n + 1)/2\) unique elements. Similar to the notation for the structural model, define \(D \equiv (B, \Sigma)\) where \(D \in \mathcal{D} = \mathbb{R}^{mn+n(n+1)/2}\), and \(D \equiv (p_D(\cdot), D, \mathcal{D}), \) where \(p_D(\cdot)\) is the density for \(y_{1:T}\) implied by (3).

Although \(S\) are ultimately the objects of economic interest, the analysis of \(D\) often plays a key role in the practice of inferring \(S\). There are three reasons for this. First, despite the fact that \(\mathcal{D}\) is of reduced dimensionality relative to \(\mathcal{S}^U\), \(D\) and \(S\) are observationally equivalent models.\(^7\) Second, \(D\) are globally identified while, as noted in the previous section, \(S \in \mathcal{S}^U\) are not.\(^8\) The observational equivalence of the two models while only \(D\) are identified causes some researchers to describe the parameters \(D\) as summarizing the extent of the identifying information in the data. Under this interpretation one can see why many researchers would consider inference about \(D\) to be a natural starting place even if the aim is ultimately to infer \(S\). Third, the practical aspects of statistical inference are often more straightforward to implement for \(D\) than for \(S\) and hence, in practice, inference in \(S\) often proceeds by first estimating \(D\) and then mapping the estimate \(\hat{D}\) into an estimate \(\hat{S}\). In this discussion it would be difficult to overemphasize the importance of the observational equivalence of the two models, since it is that property that justifies the use of the estimation algorithms that first infer \(\hat{D}\).

The observational equivalence of the structural parameters under orthogonal rotations is closely related to the fact that only the reduced-form is identifiable.

\(^7\)I consider two models \(A\) and \(B\) to be observationally equivalent if and only if for any \(\theta_A \in \Theta_A\) there exists a \(\theta_B \in \Theta_B\) for which \(p(y_{1:T} | \theta_A) = p(y_{1:T} | \theta_B)\) (and vice versa).

\(^8\)The global identifiability of \(D\) is well-known in the literature. See, for example, Rothenberg (1971).
The right-hand multiplication by an orthogonal matrix $Q$ of each element in a tuple will play a prominent role in the remainder of the paper, so I define the notation $S \ast Q \equiv (AQ, FQ)$ and let $\mathcal{O}_n$ denote the set of $n \times n$ orthogonal matrices. It turns out that $S$ and $\tilde{S}$ are observationally equivalent only if there exists a $Q \in \mathcal{O}_n$ such that $\tilde{S} = S \ast Q$. The “only if” part of this statement comes from the requirement to satisfy the relationship in equation (6) and a well known theorem guarantees that alternative full-rank square roots of an SPD matrix differ by only an orthogonal rotation; hence, the set of observationally equivalent structural parameters is the same as the set of structural parameters that yield identical values for $D$. I denote the set of structural parameters observationally equivalent to a given $D$ as $\mathcal{S}(D)$. For any $y_{1:T}$ and inferred $D$, one might then say that there are as many possible SVARs hiding inside the reduced-form VAR as there are unique matrices in $\mathcal{O}_n$.

2.3 Identifying Restrictions: From Reduced-Form Estimation to Structural Inference

If a researcher begins with inference for $D$ and wishes to progress to inference for $S$ then he has two options for how to proceed. The first is to simply report the full set $\mathcal{S}(\hat{D})$ for an estimated $\hat{D}$. Choice two is to add more assumptions in the form of additional restrictions on the space of values for $S$ considered fair game. Since every $S \in \mathcal{S}(\hat{D})$ is observationally equivalent, ruling out some elements of this set amounts to the imposition of what one might consider classical identifying restrictions, in the sense that the data cannot bear on their correctness.

When choosing the second option, let $R$ denote some restrictions that a candidate $S$ must satisfy and let $\mathcal{S}^R$ denote the space all structural parameters satisfying $R$. Rubio-Ramírez et al. (2010) show that, for a popular class of identifying restrictions, the statement that a VAR is exactly identified by restrictions $R$ is equivalent to the statement that for almost every $S \in \mathcal{S}^U$, there exists a unique matrix $Q \in \mathcal{O}_n$ such that $S \ast Q \in \mathcal{S}^R$. Presuming one has a way to find the

---

9For example, see Muirhead (1982) Theorem A9.5 which guarantees the existence of a $Q$ in order for $AA' = \hat{A}\hat{A}'$.

10See Theorem 5 of Rubio-Ramírez et al. (2010).
unique $Q$, which will be a function of both $S$ and $R$, inference for $S$ in a restricted model can proceed via the following three-step procedure:

1. produce an estimate $\hat{D}$,

2. map $\hat{D}$ to an arbitrary $\tilde{S} \in \delta(\hat{D})$, and

3. construct the estimate of $S$ as $\hat{S} = \tilde{S} \ast Q(R, \tilde{S})$.

Critical for the practicality of such an approach is that Rubio-Ramírez et al. (2010) provide an algorithm for finding the requisite $Q$ to accompany an arbitrary $S \in \delta(D)$.$^{12}$ Critical for the legitimacy of this algorithm is the fact that $\hat{S}$ and $\tilde{S}$ have the same density under the prior of the unrestricted model, in addition to giving the same value to the data density.

In recent years researchers have found it desirable to investigate what can be learned when imposing even less than exactly identifying restrictions, a setting known as partial identification. Under partial identification $g^{-1}_R(\cdot)$ maps to a set and hence there is not a unique $Q$ for which $S \ast Q \in \delta^R$. When working within the Bayesian paradigm, the natural next step is to place a prior over the matrices in $Q$. Rubio-Ramírez et al. (2010) give an efficient algorithm for generating random draws of $Q$ distributed according to a uniform distribution over $O_n$ known as Haar measure, samples from which can provide the basis of an accept-reject algorithm for Bayesian inference over the structural parameters when using sign restrictions.$^{13}$

$^{11}$An element of $S \in \delta(D)$ can be easily constructed as $(\tilde{A}, \tilde{F}) = g^{-1}_{\text{chol}}(\hat{D}) = (\text{chol}(\hat{D})^{-1}, \tilde{B} \text{chol}(\hat{D})^{-1})$, where $\text{chol}(\Sigma)$ denotes the upper triangular Cholesky factor of an SPD matrix.

$^{12}$See Algorithm 1 of Rubio-Ramírez et al. (2010).

$^{13}$See Algorithm 2 in Rubio-Ramírez et al. (2010). Note that this procedure generates random draws consistent with only one the Haar measure distribution over $O_n$. My description of the approach to structural inference with partially identifying restrictions represents only the most commonly implemented approach in the literature; the validity of the resulting inference for objects of interest in a particular application presumes that the researcher is comfortable with the prior for the objects of interest induced by the Haar measure prior over $O_n$. See Baumeister and Hamilton (2015) for an alternative approach to partially identified SVARs.
2.4 Taking inventory of the SVAR’s tractability

Before introducing my time-varying parameter framework, I pause to take inventory of the two key features of the constant parameter SVAR that make inference for $S$ nearly trivial when $R$ yields partial or exact identification: 1) the structural model is observationally equivalent to a tractable reduced-form and 2) one can easily map an $\hat{D}$ to the (set of) $S$ consistent with $R$. In the next section I present my time-varying-parameter extension of $S$ that mimics both features.

3. A Structural VAR with Time-Varying Parameters

In this section I describe my probabilistic framework for extending the structural model to allow for time-varying parameters. The purpose is to construct a class of “candidate truths” for the structural data generating process, among which the researcher aims to discriminate.

3.1 The Structural Model with Time-Varying Parameters

Allowing the structural matrices to change over time, the analogue to equation (2) in the time-varying parameter setting is

\[
y_t' A_t = x_t' F_t + \epsilon_t', \quad \epsilon_t \sim N(0_{n \times 1}, I_n), \quad \text{for} \quad 1 \leq t \leq T.
\]

However, it remains to specify the laws of motion for matrices of structural parameters. I specify the laws of motion such that the previous period’s structural parameters are perturbed multiplicatively by a $(n \times n)$ matrix of random shocks $\Omega_t$ and the previous period’s lag coefficients $F_{t-1}$ are also additively perturbed by an $(m \times n)$ matrix of mean-zero shocks $\Theta_t$:

\[
A_t = \beta^{-1/2} A_{t-1} \Omega_t,
\]

\[
F_t = F_{t-1} A_{t-1}^{-1} A_t + \Theta_t.
\]

The parameter $\beta \in (0, 1)$ is a scalar that has the interpretation of pulling the coefficients towards a loss of “information” in the system’s implied reduced-form.
covariance matrix for shocks to \( y_t \). The old information is “replaced” by a random matrix \( \Omega_t \).

The structural shocks now consist of two distinct types of disturbances. The first type is the vector of structural shocks \( \varepsilon_t \), which perturb \( y_t \) through the equilibrium dynamics represented by \( S_t \), and which also appeared in the constant-parameter SVAR. The realization of \( \varepsilon_t \) affects \( y_t \) and \( y_{t+1} \) and so on through the VAR’s dependence on lagged values, but it does not affect the structural parameters of the system and hence does not affect objects of interests such as impulse response functions. The second type of shock perturbs the time \( t \) coefficients governing the equilibrium relationships among the variables, \( S_t \), and thus affect impulse responses. The random matrices \( (\Omega_t, \Theta_t) \) are of this second type.

The random matrix \( \Omega_t \) is an orthogonal rotation from both left and right sides of a “square root” of a multivariate beta distributed random matrix, which is to say that it is realized according to

\[
\Omega_t = L_t h(\Gamma_t) R_t
\]

where \( L_t, R_t \in \mathbb{O}_n \) and

\[
\Gamma_t \sim B_n(v(\beta)/2, 1/2)
\]

for \( B_n(v(\beta)/2, 1/2) \) denoting the \( n \)-dimensional multivariate beta distribution with degrees of freedom \( v/2 \) and \( 1/2 \) as defined in Uhlig (1994).\(^{14}\) The function \( h(\cdot) \) returns the unique lower triangular Cholesky factor of an SPD matrix, with positive elements on the diagonal.\(^{15}\) Thus \( h(\cdot) \) maps \( n \times n \) SPD matrices to a

\(^{14}\)Traditionally the matrix beta distribution was defined only for \( B_n(d_1/2, d_2/2) \) with \( d_1, d_2 > n - 1 \). Uhlig (1994) extends this definition to allow for \( d_2 \) to be a positive integer less than \( n \), as in the definition of the innovations in (23). For further details also see Srivastava (2003). In some contexts the distribution is referred to as a “Type I” multivariate beta distribution.

\(^{15}\)In principle, \( h(\cdot) \) can be allowed to vary with \( t \) and each \( h_t(\cdot) \) could be any function that returns a full rank factorization of its (full rank) matrix argument such that \( h_t(\Gamma_t) h_t(\Gamma_t)' = \Gamma_t \). However, since any two distinct factorizations of \( \Gamma_t \) can differ by only an orthogonal rotation, see Theorem A9.5. of Muirhead (1982), there is nothing lost by imposing that \( h(\cdot) \) returns the Cholesky factor and does not vary with time since the role of an alternative rotation can be
$n \times n$ matrices with $n(n+1)/2$ functionally independent elements. The random matrix $\Theta_t$ is realized according to

$$\Theta_t \sim \mathcal{MN}(0_{m\times n}, W, I_n).$$

where $W$ is an $m \times m$ covariance matrix.\(^{16}\)

Before deriving the key properties of the DSVAR, I fix the following notation. I define $\phi \equiv (\beta, W)$ to collect the model’s static parameters and denote their space of possible values as $\Phi$. I also extend the notation of the previous section so that $S_t \equiv (A_t, F_t)$ denotes the tuple of structural matrices at time $t$ and $S_{0:T} \equiv (A_{0:T}, F_{0:T})$ denotes the sequence of tuples of structural parameters from times $t = 0$ to $t = T$. I then extend the definition of the “$*$” operator so that $\tilde{S}_{0:T} = S_{0:T} * Q_{0:T}$ yields $\tilde{S}_t = S_t * Q_t$ for each $t$. Lastly, the structural model involves the sequences of orthogonal matrices $(L_{1:T}, R_{1:T})$, which are not separately identifiable from $S_{0:T}$. For this reason I will treat the choice of $(L_{1:T}, R_{1:T})$ as part of the definition of a particular model rather than as free parameters to be estimated. For the class of models presented in this section I then write $S^U_{0:T}(L_{1:T}, R_{1:T})$ to refer to the DSVAR with unrestricted parameter space and the particular choices of the orthogonal matrices $(L_{1:T}, R_{1:T})$.

The Bayesian researcher aims to characterize the posterior distribution of the model’s unobservables conditional on the data, $p(\phi, S_{0:T}|y_{1:T})$, which one can factor as

$$p(\phi, S_{0:T}|y_{1:T}) = c \cdot p(\phi, S_0)p(S_{1:T}|\phi, S_0) p(y_{1:T}|\phi, S_0, S_{1:T})$$

where $c$ is an integrating constant that does not depend on the value of $(\phi, S_{0:T})$.

16Note that the framework can easily be extended to allow $F_t$ to evolve according to

$$F_t = GF_{t-1} + \Theta_t$$

for $G$ a $(m \times m)$ matrix of static parameters. I focus on the case of of $G$ dogmatically fixed at $I_m$ because it most closely resembles the work in the VAR-TVP-SV literature and because researchers who have estimated related models with more flexible forms for $G$ have typically found estimates that are close to the identity matrix. See, for example, Sims (1993).
A key property of the DSVAR is that a given $S^U_{0:T}(L_{1:T}, R_{1:T})$ is observationally equivalent to a class of alternative models with different choices of $(L_{1:T}, R_{1:T})$. I state the result formally, in the context of Bayesian inference, as follows

**Theorem 1.** Let $S^U_{0:T}(L_{1:T}, R_{1:T})$ have prior $p(\phi, S_0)$ for which $p(\phi, S_0) = p(\phi, S_0 \ast P)$ for any $P \in \mathcal{O}_n$. For any $Q_{0:T}$ such that $Q_t \in \mathcal{O}_n$, the model $S^U_{0:T}(\tilde{L}_{1:T}, \tilde{R}_{1:T})$ defined by $(\tilde{L}_t, \tilde{R}_t) = (Q_{t-1}L_t, R_tQ_t)$ is such that, for every point $S_{0:T}$, the point $\tilde{S}_{0:T} = S_{0:T} \ast Q_{0:T}$ satisfies

$$p(\phi, S_{0:T}|y_{1:T}, S^U_{0:T}(L_{1:T}, R_{1:T})) = p(\phi, \tilde{S}_{0:T}|y_{1:T}, S^U_{0:T}(\tilde{L}_{1:T}, \tilde{R}_{1:T})) .$$

**Proof.** See Appendix A for the proof. □

Theorem 1 says that regardless of the realization of the observables one can always consider orthogonal rotations of the model’s dynamic parameters and there will exist an alternative model justifying the choice of the rotated parameters. In the context of a full posterior density over values for $S_{0:T}$, the relationship holds at every point under the same choice of $Q_{0:T}$, and so the posterior of the model $S^U_{0:T}(\tilde{L}_{1:T}, \tilde{R}_{1:T})$ is identical to that of $S^U_{0:T}(L_{1:T}, R_{1:T})$ with each point in the parameter space rotated by $Q_{0:T}$. Importantly, the specification of the alternative model does not depend on the realization of the data, but rather the relationship between the alternative model and parameter points is intrinsic to the model’s definition. An obvious implication of Theorem 1 is that one cannot differentiate among different structural models on the basis of $y_{1:T}$.

That such an invariance relation would hold for each of the densities $p(y_t|S_t, \phi)$ considered in isolation is not surprising since they have the same form as in the constant parameter model. Rather, the critical and surprising element of Theorem 1 lies in the fact that an invariance result in my model also holds for the density of the sequence of $S_{0:T}$.

One can interpret Theorem 1 as defining a class of models observationally
equivalent to a given $S_{0:T}^{U}(L_{1:T}, R_{1:T})$. Namely the models with

\begin{align}
\hat{L}_{1:T} &= Q_{0:T-1}' * L_{1:T} \\
\hat{R}_{1:T} &= R_{1:T} * Q_{1:T}
\end{align}

for some $Q_{0:T}$ with $Q_{t} \in O_{n}$ for each $t$. One might then say that there are as many models observationally equivalent to $S_{0:T}^{U}(L_{1:T}, R_{1:T})$ as there are sequences of $T + 1$ orthogonal matrices.

As in the constant-parameter SVAR, the DSVAR implies a reduced-form model that is highly tractable for estimation, which can be profitably deployed in an algorithm for structural inference.

### 3.2 The Reduced-Form Model with Time-Varying Parameters

Multiplying both sides of (7) by $A_{t}^{-1}$ gives the time-varying analogue to equation (3) as

\begin{align}
y_{t}' &= x_{t}'B_{t} + u_{t}' \quad \text{where} \quad u_{t} \sim N(0_{n \times 1}, \Sigma_{t}) \quad \text{for} \ 1 \leq t \leq T.
\end{align}

where

\begin{align}
u_{t}' &= \epsilon_{t}'A_{t}^{-1} \\
B_{t} &= F_{t}A_{t}^{-1} \\
\Sigma_{t} &= (A_{t}A_{t}')^{-1}
\end{align}

and let $H_{t} = \Sigma_{t}^{-1}$ denote the precision matrix of the shocks $u_{t}$. The definitions in equations (17)–(19) obviously resemble the relationship between the reduced-form VAR and SVAR in the constant-parameter case, but they are not sufficient to have fully specified a reduced-form TVP model. In order to make likelihood-based inference about the reduced-form implied by the DSVAR, laws of motion for the reduced-form parameters, consistent with the laws of motion for the underlying structural model, must be derived. I provide such laws of motion in this section.

I first derive the density for the reduced-form parameters. Under a given struc-
tural model \(S^U_{0:T}(L_{1:T}, R_{1:T})\) and the definitions in equations (17)–(19), denote \((H_t, B_t) = g(S_t) = (A_tA_t', F_tA_t^{-1})\) the density of the sequence \((H_{0:T}, B_{0:T})|\phi\) can be factored as

\[
p(H_{0:T}, B_{0:T}|\phi) = p(g(S_0)|\phi) \cdot \prod_{t=1}^{T} p(g(S_t)|\phi, S_{0:t-1})
\]

Each of the constituent densities in equation (21) can be further factored as

\[
p(A_tA_t', F_tA_t^{-1}|\phi, A_{t-1}, F_{t-1}) = p(A_tA_t'|\phi, A_{t-1}, F_{t-1}) \cdot p(F_tA_t^{-1}|\phi, A_{t-1}, F_{t-1}, A_tA_t')
\]

Substituting into equations (18) and (19) with the definitions of the time structural parameters based on their \(t - 1\) values and time \(t\) shocks gives the laws of motion for the reduced-form dynamic parameters as

\[
H_t = A_tA_t' = \frac{1}{\beta} \left( A_{t-1}L_t h(\Gamma_t)R_t \right) \left( R'_t h(\Gamma_t)' L'_t A'_{t-1} \right)
\]

\[
B_t = F_tA_t^{-1} = F_{t-1}A_{t-1}^{-1} + \Theta_t \left( \beta^{-1/2} A_{t-1}L_t h(\Gamma_t)R_t \right)^{-1},
\]

where the definitions of the random matrices \(\Gamma_t\) and \(\Theta_t\) are the same as before.\(^{17}\)

One can show that the densities in equation (22) take the form

\[
p(A_tA_t'|\phi, A_{t-1}) = p_{B_t}(\beta L'_t A_{t-1}^{-1} A_tA_t' L_{t-1}) \cdot \beta^{1/2} L'_t A_{t-1}^{-1}|n+1,
\]

where the last term is the Jacobian, and

\[
p(F_tA_t^{-1}|\phi, A_{t-1}, F_{t-1}, A_tA_t') = p_{MN}(F_{t-1}A_{t-1}^{-1}, W, (A_tA_t')^{-1}).
\]

The explicit dependence of the densities in equations (25) and (26) on the structural parameters in time \(t - 1\) would seem to suggest the problematic property

\(^{17}\)The expression in equation (24) is already partially simplified from \(B_t = F_tA_t^{-1} = (F_{t-1}A_{t-1}^{-1} A_t + \Theta_t) A_t^{-1} \).
that estimating the reduced-form parameters would require choosing a particular structural model \( s_{0:T}^U(\mathbf{L}_{1:T}, \mathbf{R}_{1:T}) \) and inferring \( s_{0:T} \) as we go. Such a property would be problematic in so much as it would mean that the reduced-form is no more tractable than the structural model itself and, if \( s_{0:T} \) are the objects of interest, one had might as well eschew the reduced-form model all together.\(^\ast\)

Critically, I show that this is, in fact, not the case. First, note that the density of \((\mathbf{H}_{0:T}, \mathbf{B}_{0:T})\) is invariant to the structural model’s choice of \((\mathbf{L}_{1:T}, \mathbf{R}_{1:T})\), which I formalize in the following result

**Lemma 1.** The density of \((\mathbf{H}_{0:T}, \mathbf{B}_{0:T})\) induced by a structural model \( s_{0:T}^U(\mathbf{L}_{1:T}, \mathbf{R}_{1:T}) \) is such that for any point \((\mathbf{H}_{0:T}, \mathbf{B}_{0:T})\)

\[
p(\mathbf{H}_{0:T}, \mathbf{B}_{0:T} | \phi, s_{0:T}^U(\mathbf{L}_{1:T}, \mathbf{R}_{1:T})) = p(\mathbf{H}_{0:T}, \mathbf{B}_{0:T} | \phi, s_{0:T}^U(\tilde{\mathbf{L}}_{1:T}, \tilde{\mathbf{R}}_{1:T})).
\]

for any \((\tilde{\mathbf{L}}_{1:T}, \tilde{\mathbf{R}}_{1:T})\) such that \(\tilde{\mathbf{L}}_t, \tilde{\mathbf{R}}_t \in \mathcal{O}_n\).

**Proof.** See Appendix.

The upshot of Lemma 1 is that alternative structural models imply the same densities for the sequence of reduced-form parameters. This result has two key implications. First, it suggests that, contrary to what one might have feared, the densities for \( \mathbf{D}_{0:T} \) cannot truly depend on the particular \( s_{0:T} \) (else they would have been affected by the choice of structural model). Second, if one could estimate the reduced-form parameters directly, and we knew they were consistent with at least one structural model, then we would know that we were faithful to the reduced-form dynamics implied by an entire class of DSVAR models.

Building on Lemma 1, one can specify laws of motion that imply identical densities to those in equations (25) and (26), but which make no recourse to \( s_{0:T} \) at all and which instead depend only on the sequence of reduced-form parameters. I formalize this result as follows:

\(^{18}\)In such a setting one might also reasonably say that the “reduced-form” is a reparameterization rather than a true “reduced-form.”
Theorem 2. Under the laws of motion

\begin{equation}
\mathbf{H}_t = \frac{1}{\beta} h(\mathbf{H}_{t-1}) \mathbf{\Gamma}_t h(\mathbf{H}_{t-1})' \quad \text{for} \quad \mathbf{\Gamma}_t \sim B_n(\nu(\beta)/2, 1/2)
\end{equation}

\begin{equation}
\mathbf{B}_t = \mathbf{B}_{t-1} + \mathbf{V}_t \quad \text{for} \quad \mathbf{V}_t \sim MN(0_{mxn}, \mathbf{W}, \mathbf{H}_{t-1}^{-1}).
\end{equation}

the following holds

\[ p(\mathbf{H}_{0:T}, \mathbf{B}_{0:T} | \mathbf{\phi}, S_{0:T}^{LU}(\mathbf{L}_{1:T}, \mathbf{R}_{1:T})) = p(\mathbf{H}_{0:T}, \mathbf{B}_{0:T} | \mathbf{\phi}, D_{0:T}). \]

\textbf{Proof.} See the Appendix.

Theorem 2 is the key result that serves as a bridge to being able to estimate the reduced-form parameters directly.

Provided that the estimation of \( D_{0:T} \) is straightforward, this an extremely useful property, as it clears the way for an approach based on first estimating the reduced-form, like the one currently widely used in the constant-parameter SVAR literature.

Taken on its own, the reduced-form model defined by the equations (16), (A.99), and (A.100) constitutes a model known in the statistics literature as a “dynamic linear model with discounted-Wishart stochastic volatility,” which I will refer to as the DLM-DWSV. An elegant feature of the DLM-DWSV is that it nests the standard reduced-form VAR as a limiting case.

The \( B_n(d_1/2, d_2/2) \)-distributed shocks have \( \mathbb{E}[\mathbf{\Gamma}_t] = d_1/(d_1 + d_2) \mathbf{I}_n \). I will later assume that \( d_1 = \beta/(1 - \beta) \) and \( d_2 = 1 \), in which case \( \mathbb{E}[\mathbf{\Gamma}_t] = \beta \mathbf{I}_n \). Given the linearity of expectations, one can see that the process for \( \mathbf{H}_t \) then inherits random walk behavior.\(^{19}\) The shocks to the VAR’s linear coefficients \( \mathbf{V}_t \) follow a matrix-normal distribution whose covariance matrix depends partially on the time \( t \) value of \( \mathbf{H}_t^{-1} \).

Notice that the DLM-DWSV nests the standard reduced-form VAR as a limiting case. As \( \beta \to 1 \), the second moments of \( \mathbf{\Gamma}_t \) collapse around the expectation and \( \mathbf{\Gamma}_t \to \mathbf{I}_n \) for all \( t \), so that \( \mathbf{H}_t = \mathbf{H}_{t-1} = \cdots = \mathbf{H}_0 \) thus eliminating the

\(^{19}\)Note that \( \mathbb{E}[\mathbf{H}_t | \mathbf{H}_{t-1}] = \frac{1}{\beta} \mathcal{U}(\mathbf{H}_{t-1})' (\beta \mathbf{I}_n) \mathcal{U}(\mathbf{H}_{t-1}) = \mathbf{H}_{t-1}. \)
model’s stochastic volatility component. Setting $G = I_m$ and taking $W \to 0_{mxm}$ implies that $B_t = B_{t-1} = \cdots = B_0$, thus eliminating the model’s TVP component. Hence, when we turn to the details of Bayesian estimation of the model the amount of shrinkage of the priors on $\beta$ and $W$ towards 1 and $0_{mxm}$ respectively have the natural interpretation of controlling the size of the deviation from a constant-parameter VAR.

3.3 From DLM-DWSV Estimation back to Structural Inference

Given inference for $(D_{0:T}, \phi)$, inference for $(S_{0:T}, \phi)$ can then proceed in much the same way as in constant-parameter models. Choices of $(L_{1:T}, R_{1:T})$ map $D_{0:T}$ into $S_{0:T}$ and thus amount to choosing among the observationally equivalent DSVARs hiding inside of the estimated DLM-DWSV.

As a first step, an arbitrary $\tilde{S}_{0:T}$ can be constructed from an estimate $\hat{D}_{0:T}$ as

$$\tilde{A}_t = h(\hat{H}_t),$$

$$\tilde{F}_t = \hat{B}_t h(\hat{H}_t).$$

If one then aims to restrict attention to $S_{0:T}$ for which each $S_t \in R_t$, then one can use the elements of $\tilde{S}_{0:T}$ as inputs into the period-by-period application of either Algorithm 1 of Rubio-Ramírez et al. (2010) for the case where $R_t$ yields exact identification, or Algorithm 2 of Rubio-Ramírez et al. (2010) for the case where $R_t$ yields partial identification.

4. Bayesian Estimation

In this section I describe my highly tractable MCMC algorithm for the fully-Bayesian estimation of all model parameters.
4.1 Bayesian Inference for Reduced-form Parameters

Given a sample of data $y_{1:T}$, the goal is to characterize the posterior distribution of the model’s unobservables:

\[
p(\phi, D_{0:T} | y_{1:T}) = \frac{p(\phi, D_{0:T}) p(y_{1:T} | \phi, D_{0:T})}{p(y_{1:T})}
\]

One cannot fully characterize the posterior analytically so I propose to make inference about $(\phi, D_{0:T})$ by generating a random sample from the posterior via a Markov chain Monte Carlo (MCMC) algorithm. MCMC algorithms iterate over a Markov Chain constructed to have the posterior distribution as its invariant distribution. While draws from the MCMC algorithm are not iid, sampling iteratively will yield draws representative of the model’s posterior asymptotically in the length of the chain. In particular, my MCMC algorithm is of type known as a Gibbs Sampler, which means that the algorithm entails iteratively sampling from the conditional posteriors of different “blocks” of a partition of the model’s unobservables.

I now sketch the key elements of the Gibbs sampler, leaving the details and exact formulas for Appendix B.\footnote{Appendix C contains further considerations pertinent to the computationally efficient implementation of the algorithms.} My Gibbs sampler for the DLM-DWSV consists of two main blocks of parameters based on the partition of the unobservables into $W$ and $(\beta, D_{0:T})$, which involves sampling from the following sequence of conditional distributions,

1. **Block 1.** $p(W | y_{1:T}, \beta, D_{0:T})$

2. **Block 2.** $p(\beta, D_{0:T} | y_{1:T}, W)$
   
   (a) $p(\beta | y_{1:T}, W)$
   
   (b) $p(D_{0:T} | y_{1:T}, \beta, W)$

The draw from Block 1 is straightforward, while the draw from Block 2 is more nuanced. Under an Inverse Wishart prior for $W$, the conditional posterior in Block 1 is also an Inverse Wishart distribution. In Block 2 I sample from the...
The joint posterior of $\beta, D_{0:T} | y_{1:T}, W$ by means of factoring the joint distribution into the distribution of $\beta | y_{1:T}, W$ in Step 2(a), which is marginal of $D_{0:T}$, and the distribution of $D_{0:T} | y_{1:T}, W, \beta$ in Step 2(b), which conditions on the value of $\beta$.

The feasibility of my sampling strategy for Block 2 hinges on two particularly elegant properties of the DLM-DWSV. First, there exist exact expressions for evaluating the likelihood for the static parameters marginal of the entire sequence $D_{0:T}$, including the stochastic volatility components, in a fashion analogous to likelihood-based inference with the Kalman filter. The draw of $\beta | y_{1:T}, W$ in Step 2(a) can then be implemented with a so-called “Metropolis-within-Gibbs” step since one can evaluate the likelihood. I use a standard random-walk Metropolis-Hastings algorithm. Second, there exist exact expressions for recursively sampling backwards a sequence of latent states from their conditional posterior (sometimes known as a smoother), which is what occurs in Step 2(b).

4.2 Priors

This section describes the general structure of some useful classes of priors with the specific choices of prior hyperparameters provided in the context of the application. The model primitives requiring prior distributions are $\beta, W$, and $D_0$.

Prior for $\beta$. It’s obvious from the “discounting” interpretation of $\beta$’s role in the model that one must at least restrict its support to $[0, 1]$, however there are other considerations one must keep in mind as well. Furthermore, from Table A-1 one can see that there will be Wishart distributions characterizing our uncertainty over the $n \times n$ matrix $H_t$ with degrees of freedom given by $\beta h_{t-1}$ and $\beta h_{t-1} + 1$. When starting the $h_t$ values at their steady state of $1/(1 - \beta)$, the smaller of these two degrees of freedom parameters is $\beta/(1 - \beta)$. To maintain valid probability distributions at each step we then need $\beta$ to be such that $\beta/(1 - \beta) > n - 1$, which implies that we need restrict the positive density of $p(\beta)$ to $\beta > (n - 1)/n$. In applications I use a 4-parameter Beta distribution, which allows one to set the min and max values, in addition to the usual shape and scale parameters.
**Prior for W.** In the VAR-TVP-SV model of Primiceri (2005) the distribution of the model’s linear coefficients is

\[ b_t \sim \mathcal{N}(b_{t-1}, Q). \]  (32)

Beginning with Primiceri (2005), it has become standard in the VAR-TVP-SV literature to base the prior for \( Q \) on a pre-sample of observations. The prior in Primiceri (2005) takes the form

\[ Q \sim IW(k_Q^2 \cdot T_{pre} \cdot V(\hat{B}_{OLS}), T_{pre}). \]  (33)

where \( T_{pre} \) is the number of pre-sample observations, \( k_Q \) is a hyperparameter chosen by the researcher, and \( V(\hat{B}_{OLS}) \) is the matrix of standard errors for the \( \hat{b}_{pre} \) OLS estimates.\(^{21}\) In Primiceri (2005), \( k_Q = 0.01 \) and \( T_{pre} = 40 \) and \( V(\hat{B}_{OLS}) = \Sigma_{pre} \otimes (X_{pre}'X_{pre})^{-1} \).

In the DLM-DWSV, \( b_t \) has distribution

\[ b_t \sim \mathcal{N}(b_{t-1}, \Sigma_t \otimes W) \]  (34)

and hence the matrix \( (\Sigma_t \otimes W) \) functions similarly to \( Q \) from the TVP-VAR-SV. I choose a prior for \( W \) in the spirit of the \( p(Q) \) given in (33). Estimating a VAR over a presample under a diffuse prior yields the posterior for \( b_{pre} \) of

\[ b_{pre} | \Sigma_{pre} \sim \mathcal{N}(\hat{b}_{pre}, \Sigma_{pre} \otimes (X_{pre}'X_{pre})^{-1}). \]  (35)

I then scale the prior according to the number of presample observations and a hyperparameter \( \delta_1^2 \):

\[ W \sim IW(\delta_1^2 \cdot T_{pre} \cdot (X_{pre}'X_{pre})^{-1}, T_{pre}). \]  (36)

**Prior for dynamic latent states.** The prior for the initial values of the dynamic latent states \( (H_0, B_0) \) maintains the form of the distributional families used in the recursive filter summarized in Table A-1, that is \( (H_0, B_0) \sim \mathcal{N}\mathcal{W}(M_0, C_0, h_0, D_0). \)

\(^{21}\)Clark and Ravazzolo (2015) follow this procedure as well.
In the context of the recursions described in Table A-1, one can think of this distribution as a posterior from \( t = 0 \), for which there was no observation from which to update the latent states. The prior for \((H_t, B_t)\) is then induced by the move from Step 0 to Step 1 as described in Table A-1. Treating \(D_0\) in this fashion allows its elements to be integrated out of the likelihood just like the rest of the sequence \(D_{1:T}\).

The remaining primitives to be specified by the researcher are then \((M_0, C_0, h_0, D_0)\). My benchmark choices for these values are informed by the DLM-DWSV’s property that certain limiting cases of \(\phi\) collapse the model to a standard VAR with a conjugate prior \(\mathcal{N}(M_0, C_0, h_0, D_0)\) for time invariant \(D\). As \(\beta \rightarrow 1\), \(H_t \rightarrow H_{t-1}\) for all \(t\) and hence the full sequence of \(H_t\) values collapses to \(H_0\). From the recursions in Table A-1 one can see that \(\beta \rightarrow 1\) also causes the degrees of freedom in the Wishart distribution accumulate from \(h_0\) in one-for-one with the acquisition of new observations, as in standard VAR estimation. These two observations suggests a prior for \((h_0, D_0)\) that moves closer to that of a standard VAR as \(\beta \rightarrow 1\). While smaller values of \(\beta\) imply greater variability over the sequence of \(\Sigma_t\) in which case one might want the prior for \(H_0\) to be more diffuse.

5. Application: Time-Varying Fiscal Multipliers Under Three Identification Schemes

I apply my DSVAR to the question of whether or not the fiscal multiplier varies over time, possibly with the state of the economy. The question of time-variation in the fiscal multiplier has engendered a significant resurgence in the wake of the Great Recession as the severity of the crisis left policy makers looking for beneficial interventions, particularly in light of the monetary authority having exhausted its standard tools. It has been argued on the basis of various theoretical models that the fiscal multiplier increases with the amount of “slack” in the economy or the nominal interest rate is constrained by the zero lower bound. Ramey and Zubairy (2017) and Auerbach and Gorodnichenko (2012) represent prominent attempts to address the question empirically from time-series data.
6. Conclusion

TO BE COMPLETED.
A. Proofs of Theorems

A.1 Useful Results

I first prove two useful results well known in the literature on constant-parameter SVARs, but which will also prove useful in the TVP case.

Lemma 2. If $S$ and $\tilde{S}$ are values of the structural parameters for $S^U$ such that $\tilde{S} = S \ast Q$ for $Q \in \mathcal{O}_n$, then $p(y_t|S, y_{t-p:t-1}) = p(y_t|\tilde{S}, y_{t-p:t-1})$.

Proof. First rewrite equation (2) as

$$y_t' = x_t'FA^{-1} + \varepsilon_t'A^{-1},$$

where $y_t$ thus has density

$$p(y_t|S, y_{t-p:t-1}) = (2\pi)^{-n/2}|(AA')^{-1}|^{-1/2}$$

$$\cdot \exp \left\{ -(1/2) \cdot (y_t' - x_t'FA^{-1})(AA')(y_t' - x_t'FA^{-1})' \right\}. \tag{A.38}$$

The lemma follows from evaluating equation (A.38) at the parameter point $\tilde{S}$ and noting that

$$\tilde{A}\tilde{A}' = AQQ'A' = AA'$$

$$\tilde{F}A^{-1} = FQQ^{-1}A^{-1} = FA'$$

where the second equalities in equations (A.39) and (A.40) follow from the orthogonality of $Q$. \hfill \Box

Corollary 1. In the environment of Lemma 2, $p(y_{1:T}|S) = p(y_{1:T}|\tilde{S})$. 24
Proof.

(A.41) \[ p(y_{1:T}|S) = \prod_{t=1}^{T} p(y_t|S, y_{0:t-1}) \]

(A.42) \[ = \prod_{t=1}^{T} p(y_t|S, y_{t-p:t-1}) \]

(A.43) \[ = \prod_{t=1}^{T} p(y_t|\tilde{S}, y_{t-p:t-1}) \]

(A.44) \[ = p(y_{1:T}|\tilde{S}). \]

where the equality in (A.43) follows from Lemma 2.

A.2 Proof of Theorem 1

The key element of the proof Theorem 1 is the following result regarding the joint density of the data and the dynamic unobservables, which I first state and prove.

Lemma 3. If \( S_{0:T}, \tilde{S}_{0:T}, (L_{1:T}, R_{1:T}), \) and \( (\tilde{L}_{1:T}, \tilde{R}_{1:T}) \) are as defined in Theorem 1, then

\[
p \left( y_{1:T}, S_{1:T} | \phi, S_0, S_{0:T}^{ll} (L_{1:T}, R_{1:T}) \right) = p \left( y_{1:T}, \tilde{S}_{1:T} | \phi, \tilde{S}_0, S_{0:T}^{ll} (\tilde{L}_{1:T}, \tilde{R}_{1:T}) \right).
\]

Proof of Lemma 3. I prove the lemma in three parts.

Part I: Preliminaries.

First, factor the joint density \( p(y_{1:T}, S_{1:T} | \phi, S_0) \) as the product of a marginal and a conditional

(A.45) \[ p(y_{1:T}, S_{1:T} | \phi, S_0) = p(y_{1:T} | S_{1:T}, \phi, S_0) \cdot p(S_{1:T} | \phi, S_0) \]

(A.46) \[ = p(y_{1:T} | S_{1:T}) \cdot p(S_{1:T} | \phi, S_0), \]

where the second equality simply follows from the definition of the data density.
in (7). By Corollary 1, \( p(y_{1:T} | S_{1:T}) = p(y_{1:T} | \tilde{S}_{1:T}) \). Hence, it remains only to show that \( p(S_{1:T} | S_0, \phi) = p(\tilde{S}_{1:T} | \tilde{S}_0, \phi) \).

By the Markovian assumption implicit in the definition of the laws of motion for \( A_t \) and \( F_t \) in equations (8) and (9), one can write the density for the sequence \( S_{1:T} \) as

\[
(A.47) \quad p(S_{1:T} | \phi) = \prod_{t=1}^{T} p(S_t | S_{t-1}, \phi)
\]

and factor each conditional density in equation (A.47) as

\[
(A.48) \quad p(S_t | S_{t-1}, \phi) = p(A_t, F_t | A_{t-1}, F_{t-1}, \phi) \\
(A.49) \quad = p(A_t | A_{t-1}, F_{t-1}, \phi) \cdot p(F_t | A_{t-1}, F_{t-1}, \phi, A_t) \\
(A.50) \quad = p(A_t | A_{t-1}, \phi) \cdot p(F_t | A_{t-1}, F_{t-1}, \phi, A_t)
\]

where (A.50) follows from the definition of the law of motion for \( A_t \) in equation (8), which does not depend on \( F_{t-1} \). One can thus rewrite equation (A.47) as

\[
(A.51) \quad p(S_{1:T} | S_0, \phi) = \left( \prod_{t=1}^{T} p(A_t | A_{t-1}, \phi) \right) \cdot \left( \prod_{t=1}^{T} p(F_t | A_{t-1}, F_{t-1}, \phi, A_t) \right)
\]

To prove the theorem it will then suffice to show that the following two equalities hold

\[
(A.52) \quad p(A_t | A_{t-1}, \phi, L_t, R_t) = p(\bar{A}_t | \bar{A}_{t-1}, \phi, \bar{L}_t, \bar{R}_t) \\
(A.53) \quad p(F_t | A_{t-1}, F_{t-1}, \phi, A_t) = p(\bar{F}_t | \bar{A}_{t-1}, \bar{F}_{t-1}, \phi, \bar{A}_t),
\]

for

\[
(A.54) \quad (\bar{A}_t, \bar{F}_t, \bar{A}_{t-1}, \bar{F}_{t-1}) = (A_t Q_t, F_t Q_t, A_{t-1} Q_{t-1}, F_{t-1} Q_{t-1}),
\]

and

\[
(A.55) \quad (\bar{L}_t, \bar{R}_t) = (Q_{t-1}^{-1} L_t, R_t Q_t)
\]
for any $Q_t, Q_{t-1}, L_t, R_t \in \mathcal{O}_n$. Hence, I proceed by showing that the equalities in (A.52) and (A.53) do indeed hold. Note that the argument that the relevant equalities hold is somewhat more nuanced than it might first appear because there are two “moving parts” in each expression on the right-hand side of equations (A.52) and (A.53). For example, conditioning on the value $\tilde{A}_{t-1}$ in (A.52) instead of $A_{t-1}$ changes the density of $A_t$, and hence the new density must be derived and then evaluated at the parameter point $\tilde{A}_t$.

Part II: Proof that equation (A.52) holds.

I first derive the density of $A_t|A_{t-1}, \phi$. Recall that $A_t = \beta^{-1/2}A_{t-1}\Omega_t$, where the random element in the law of motion for $A_t$ is $\Omega_t$. Furthermore, $\Omega_t = L_t h(\Gamma_t) R_t$, where the random element is derived from $\Gamma_t$. Hence, I derive $p(A_t|A_{t-1}, \phi)$ as a change of variables from $p(\Gamma_t)$ where

\begin{align}
A_t = g(h(\Gamma_t)|A_{t-1}, \phi) = \beta^{-1/2} A_{t-1} L_t h(\Gamma_t) R_t \tag{A.56} \\
h(\Gamma_t) = g^{-1}(A_t|A_{t-1}, \phi) = \sqrt{\beta} L_t A_{t-1}^{-1} A_t R_t \tag{A.57}
\end{align}

and

\begin{align}
\Gamma_t = h^{-1}(g^{-1}(A_t|A_{t-1}, \phi)) \tag{A.58}
\end{align}

where $h^{-1}(\Omega) = \Omega \Omega'$. Hence the density of $A_t$ has the form

\begin{align}
p(A_t|A_{t-1}, \phi) = p_T(h^{-1}(g^{-1}(A_t|A_{t-1}, \phi))) \cdot |J(h^{-1})| \cdot |J(g^{-1})| . \tag{A.59}
\end{align}

Filling in the exact expressions for the terms in equation (A.59), the first term is the density of multivariate beta distribution, which I denote

\begin{align}
p_T \left( h^{-1}(g^{-1}(A_t|A_{t-1}, \phi)) \right) = p_{B_n} (\sqrt{\beta} L_t A_{t-1}^{-1} A_t R_t A_{t-1}^{-1} L_t \sqrt{\beta}) . \tag{A.60}
\end{align}

The term $|J(h^{-1})|$ is the Jacobian associated with the Cholesky factor of the
random matrix $\Gamma_i$, which is known to take the form

$$
|J(h^{-1})| = \prod_{i=1}^{n} [h(\Gamma_i)]_{ii}^{-1} = \prod_{i=1}^{n} \left[ \sqrt{\beta L_i' A_{i-1}^{-1} A_i R_i'} \right]_{ii}^{n-i}.
$$

(Alternatively, one might derive the elements of the density coming from the first two terms in equation (A.59) immediately from Srivastava (2003)’s Corollary 3.1, which would give identical expressions).

The term $|J(g^{-1})|$ is the Jacobian associated with the linear transformation from $h(\Gamma_i)$ to $A_i$ and is thus given by

$$
|J(g^{-1})| = \det \left( R_i' \otimes (\sqrt{\beta L_i' A_{i-1}^{-1}}) \right)
$$

(A.62)

$$
= \det(R_i')^n \cdot \det((\sqrt{\beta L_i' A_{i-1}^{-1}})^n

(A.63)

= \beta^{n/2} \det(L_i' A_{i-1}^{-1})^n

(A.64)

= \beta^{n/2} \det(L_i')^n \det(A_{i-1}^{-1})^n

(A.65)

= \beta^{n/2} \det(A_{i-1}^{-1})^n

(A.66)

Now consider a new random variable $\hat{A}_i$ with law of motion given by

$$
\hat{A}_i = \beta^{-1/2} \tilde{A}_{i-1} \Omega_i
$$

(A.67)

$$
= \beta^{-1/2} \tilde{A}_{i-1} \tilde{L}_i h(\Gamma_i) \tilde{R}_i
$$

(A.68)

for $(\tilde{L}_i, \tilde{R}_i)$ as defined in equation (A.55).

The following relationships will be used repeatedly,

$$
\tilde{L}_i' \tilde{A}_{i-1}^{-1} = (L_i' Q_{i-1})(Q_{i-1} A_{i-1}^{-1}) = L_i' A_{i-1}^{-1}
$$

(A.69)

$$
\hat{A}_i R_i' = \hat{A}_i Q_i' R_i'
$$

(A.70)
when evaluated at $\hat{A}_t = A_t Q_t$, equation (A.70) becomes

\begin{equation}
A_t Q_t Q'_t R'_t = A_t R'_t.
\end{equation}

I now substitute into the density for $A_t$ term-by-term. Beginning with $p_T(\cdot)$,

\begin{equation}
p_T\left(h^{-1}(g^{-1}(A_t|\tilde{A}_{t-1}, \phi))\right) = p_{B_0}(\sqrt{\beta L'_t A^{-1}_{t-1}} \hat{A}_t \hat{R}_t \hat{A}_{t-1}' \hat{L}_t \sqrt{\beta}).
\end{equation}

Using the relationships in equations (A.69) and (A.70) and evaluating at the point $\hat{A}_t = A_t Q_t$ gives

\begin{equation}
p_T\left(h^{-1}(g^{-1}(A_t|\tilde{A}_{t-1}, \phi))\right) = p_{B_0}(\sqrt{\beta L'_t A^{-1}_{t-1}} A_t R'_t A_{t-1}' A_{t-1}' L_t \sqrt{\beta}).
\end{equation}

which matches the expression in equation (A.60).

Next turning to the Jacobian terms,

\begin{equation}
|J (h^{-1})| = \prod_{i=1}^{n} [h(\Gamma_i)]_{ii}^{n-i}
\end{equation}

\begin{equation}
= \prod_{i=1}^{n} \left[ \sqrt{\beta L'_t A^{-1}_{t-1}} \hat{A}_t \hat{R}_t \right]_{ii}^{n-i}
\end{equation}

\begin{equation}
= \prod_{i=1}^{n} \left[ \sqrt{\beta L'_t A^{-1}_{t-1}} A_t R'_t \right]_{ii}^{n-i},
\end{equation}

which matches the expression in equation (A.61) and where the last equality comes from simple substitutions and the expressions in (A.69).

Next considering $|J g^{-1}|$,

\begin{equation}
|J g^{-1}| = \det(\hat{R}_t')^n \cdot \underbrace{\det(\sqrt{\beta L'_t \tilde{A}_{t-1}})^n}_{= 1}
\end{equation}

\begin{equation}
= \beta^{n/2} \det(L'_t A_{t-1})^n
\end{equation}

which matches the expression in equation (A.64). Thus the proof of Part II is complete.
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Part III: Proof that equation (A.53) holds.

Using the law of motion in equation (9), \( F_t = F_{t-1}A_{t-1}^{-1}A_t + \Theta_t \), and defining \( M_{F,t} \equiv F_{t-1}A_{t-1}^{-1}A_t \), it is immediate from the definition of \( \Theta_t \) that

\[
F_t|A_{t-1}, F_{t-1}, \phi, A_t \sim \mathcal{MN}(M_{F,t}, W, I_n)
\]

and thus the density is given by

\[
p(F_t|A_{t-1}, F_{t-1}, \phi, A_t) = (2\pi)^{-nm/2}|I_n|^{m/2}|W|^{n/2} \\
\cdot \exp\left\{-\frac{1}{2} \text{tr}\left[I_n^{-1}(F_t - M_{F,t})'W^{-1}(F_t - M_{F,t})\right]\right\}
\]

Now consider the new random variable \( \hat{F}_t \), where

\[
\hat{F}_t = \hat{F}_{t-1}\tilde{A}_{t-1}^{-1}\tilde{A}_t + \Theta_t
\]

Substituting into equation (A.81) with the definitions of \( \tilde{A}_{t-1}, \hat{F}_{t-1}, \tilde{A}_t \) gives

\[
\hat{F}_t = F_{t-1}\left(Q_{t-1}Q_{t-1}^{-1}\right)A_{t-1}^{-1}A_t + \Theta_t
\]

\[
= F_{t-1}A_{t-1}^{-1}A_tQ_t + \Theta_t
\]

\[
= M_{F,t}Q_t + \Theta_t
\]

and hence

\[
\hat{F}_t|\tilde{A}_{t-1}, \hat{F}_{t-1}, \phi, \tilde{A}_t \sim \mathcal{MN}(M_{F,t}Q_t, W, I_n)
\]

The density of \( \hat{F}_t \) and the density of \( F_t \) differ by only the arguments of the exponential-trace term of the matrix-variate normal density. The trace term from the density of \( \hat{F}_t \) under the distribution in (A.85) is

\[
\text{tr}\left[I_n^{-1}(\hat{F}_t - M_{F,t}Q_t)'W^{-1}(\hat{F}_t - M_{F,t}Q_t)\right].
\]
Evaluating (A.86) at the point \( \hat{F}_t = \tilde{F}_t = F_t Q_t \) gives

\[
\begin{align*}
(A.87) & \quad \text{tr} \left[ I_n^{-1} (F_t Q_t - M_{F,t} Q_t)' W^{-1} (F_t Q_t - M_{F,t} Q_t) \right] \\
(A.88) & \quad = \text{tr} \left[ I_n^{-1} Q'_t (F_t - M_{F,t})' W^{-1} (F_t - M_{F,t}) Q_t \right] \\
(A.89) & \quad = \text{tr} \left[ Q^{-1}_t I_n^{-1} Q'(F_t - M_{F,t})' W^{-1} (F_t - M_{F,t}) Q_t \right] \\
(A.90) & \quad = \text{tr} \left[ I_n^{-1} (F_t - M_{F,t})' W^{-1} (F_t - M_{F,t}) \right]
\end{align*}
\]

where (A.89) and (A.90) follow from the cyclical property of the trace operator and the orthogonality of \( Q_t \). The expression in (A.90) matches the trace term in (A.80), which completes the proof.

With Lemma 3 in hand, the desired result follows almost immediately.

**Proof of Theorem 1.** Using the factorization of the posterior in equation (13),

\[
p(\phi, S_{0:T}|y_{1:T}) = c \cdot p(\phi, S_0) p(S_{1:T}|\phi, S_0) p(y_{1:T}|\phi, S_0, S_{1:T}) \cdot \frac{1}{p(y_{1:T}, S_{1:T}|\phi, S_0)}
\]

the result follows from Lemma 3 ensuring the equality of \( p(y_{1:T}, S_{1:T}|\phi, S_0) = p(y_{1:T}, \tilde{S}_{1:T}|\phi, \tilde{S}_0) \), and the premise that \( p(\phi, S_0) = p(\phi, \tilde{S}_0) \).

**A.3 Proof of Lemma 1**

**Proof of Lemma 1.** For ease of reference I restate the densities given in the main text:

\[
\begin{align*}
(A.91) & \quad p(A_t, A'_t|\phi, A_{t-1}, L_t, R_t) = p_B \left( \beta L'_t A_{t-1}^{-1} A_t A'_t A_{t-1}' L_t \right) \cdot |\beta^{1/2} L'_t A_{t-1}^{-1}|^{n+1} \\
(A.92) & \quad p(F_t A_t^{-1}|\phi, A_{t-1}, F_{t-1}, A_t A'_t, L_t, R_t) = p_{MN}(F_{t-1} A_{t-1}^{-1}, W, (A_t A'_t)^{-1}).
\end{align*}
\]

The argument again requires recognition of the subtlety that changing TODO would, in principle change the density through both the effect of \( \tilde{L}_t \) on the shock generating \( A_t \) from \( A_{t-1} \), but also through the effect of \( \tilde{L}_{t-1} \) on the realization of \( A_{t-1} \).
Note that an alternative choice of $\tilde{L}_{i-1}$ yields Note that it will suffice to show that

$$p(A_tA'_t|\phi, A_{i-1}, L_i, R_i) = p(A_tA'_t|\phi, A_{i-1}, \tilde{L}_i, \tilde{R}_i)$$

(A.93)

\[\square\]

A.4 Proof of Lemma ??

**Proof of Lemma ??**. First, factor the joint density as

$$p(H_t, B_i|\phi, A_{i-1}, F_{i-1}, L_i, R_i) = p(H_i|\phi, A_{i-1}, F_{i-1}, L_i, R_i) p(B_i|\phi, A_{i-1}, F_{i-1}, L_i, R_i, H_i)$$

(A.94)

I prove the property for the two terms of the factorization separately. Simplifying equation (23) gives

\[H_t = \frac{1}{\beta} A_{i-1} L_i h(\Gamma_i) R_i R'_i h(\Gamma'_i) L'_i A'_{i-1}\]

(A.95)

\[= \frac{1}{\beta} A_{i-1} L_i h(\Gamma_i) h(\Gamma'_i) L'_i A'_{i-1}\]

(A.96)

\[= \frac{1}{\beta} A_{i-1} (L_i \Gamma_i L'_i) A'_{i-1}.\]

(A.97)

Now consider alternative orthogonal matrices $(\tilde{L}_i, \tilde{R}_i)$ substituted into the equation (A.95) in place of $(L_i, R_i)$. Identical simplifying steps would ensue and thus the implied law of motion for $H_i$ is simply $H_i = (1/\beta)A_{i-1}(\tilde{L}_i \Gamma_i \tilde{L}'_i)A'_{i-1}$. Note that $\Gamma_i$ is the only source of randomness in the evolution of $H_i$. Hence, if it holds that $p(L_i \Gamma_i L'_i) = p(\tilde{L}_i \Gamma_i \tilde{L}'_i)$, then the result would be proven. By Srivastava (2003)’s Corollary 4.1, it is in fact the case that $p(L_i \Gamma_i L'_i) = p(\tilde{L}_i \Gamma_i \tilde{L}'_i)$ for any $L_i, \tilde{L}_i \in \mathcal{O}_n$. Now consider $A_{i-1} = A_{i-1} Q_{i-1}$. Substituting into the last expression gives $H_i = (1/\beta)A_{i-1} Q_{i-1}(L_i \Gamma_i L'_i) Q'_{i-1} A'_{i-1}$. The product of $Q_{i-1} \tilde{L}_i$ yields an orthogonal matrix, so applying the same result as before proves that the density of $H_i$ is unchanged.
Next turning to the conditional density of $B_t$. Defining $V_t = \Theta_t (\beta^{-1/2} A_{t-1} L_t h(\Gamma_t))$ well-known properties of the matrix-variate normal distribution,

(A.98)  
\[ B_t \sim MN \left( F_{t-1} A_{t-1}^{-1}, W, (1/\beta) \right) \left( [A_{t-1} L_t h(\Gamma_t) R_t] [A_{t-1} L_t h(\Gamma_t) R_t]' \right)^{-1} \]

\[ A.5 \text{ Proof of Theorem 2} \]

Proof of Theorem 2. The proof proceeds in two parts. I first show that the density $p(H_t|A_{t-1}, \phi, L_t, R_t)$ under the law of the motion defined in equation (23) is identical to the density $p(H_t|h(\Gamma_{t-1}), \phi)$ under the law of motion

(A.99)  
\[ H_t = \frac{1}{\beta} h(H_{t-1}) \Gamma_t h(H_{t-1})' \quad \text{for} \quad \Gamma_t \sim B_n(\nu(\beta)/2, 1/2) \]

Indeed, the result is immediate from Lemma ?? by choosing $\tilde{L}_t = A_{t-1}^{-1} h(H_{t-1})$. That this definition of $\tilde{L}_t$ yields an orthogonal matrix is apparent from the fact that $A_{t-1}$ and $h(H_{t-1})$ are each “square roots” of $H_{t-1}$ and hence differ from each other by multiplication by an orthogonal matrix.\footnote{For example, see Muirhead (1982)’s Theorem A9.5.}

One can make a similar statement about the law of motion for $B_t$ as follows. The density $p(B_t|A_{t-1}, \phi, L_t, R_t, A_t)$ under the law of the motion defined in equation (24) is identical to the density $p(B_t|h(H_{t-1}), \phi, H_t)$ under the law of motion

(A.100)  
\[ B_t = B_{t-1} + V_t \quad \text{for} \quad V_t \sim MN(0_{m \times n}, W, H_t^{-1}) \]

Substituting into the expression in (??) with the definition of $B_{t-1} = F_{t-1} A_{t-1}^{-1}$ and noting that $A_t^{-1} A_t^{-1} = (A_t A_t')^{-1} = H_t^{-1}$ immediately gives the representation in (A.100).

\[ B. \text{ Gibbs Sampler for Reduced-Form Parameters} \]

This appendix gives the details of the steps of the Gibbs Sampler.
Initialization. I initialize the MCMC algorithm by simulating many random draws from the prior for the static parameters $\phi$ and evaluating their marginal posterior kernel. I then choose the value for $\phi$ with the highest value for the marginal posterior kernel, call it $\phi^*$. I then simulate a sequence of $D_{0:T}$ backwards conditional on $\phi^*$.

B.1 Block 1: $W|y_{1:T}, \beta, D_{0:T}$

Given a draw of the history of latent states $D_{0:T}$, the matrix of shocks $V_t$ to the linear coefficients in (24) become observable via

$V_t = B_t - B_{t-1}$

Assuming the prior is such that $p(W|\beta) \sim IW(\Psi_0, \nu_0)$, the conditional posterior of $W$ is

$p(W|Y, \beta, D_{0:T}) \sim IW(\Psi_{0:T}, \nu_{0:T})$

where

$\Psi_{0:T} = \Psi_0 + \Psi_{1:T}$

$\nu_{0:T} = \nu_0 + \nu_{1:T}$

and

$\Psi_{1:T} = \sum_{t=1}^{T} V_t H_t V_t'$

$\nu_{1:T} = \sum_{t=1}^{T} n = T n$

Appendix D gives a derivation of these expressions.

B.2 Block 2: $\beta, D_{0:T}|y_{1:T}, W$

Sampling from Block 2 entails sampling from the joint distribution of $\beta, D_{0:T}|y_{1:T}, W$. I accomplish this by first sampling from the marginal distribution
of $\beta|y_{1:T}, W$ and subsequently drawing from the conditional distribution of $D_{0:T}|y_{1:T}, W, \beta$.

**B.2.1 Step 2a: $\beta|y_{1:T}, W$**

The form of this step is often referred to as a Metropolis-within-Gibbs step. Given $\beta^{(i-1)}$, one “proposes” a value for $\beta^{(i)}$, call the proposal $\beta^*$, as a random sample from a density $q(\beta^*|\beta^{(i-1)})$. One “accepts” $\beta^*$ and sets $\beta^{(i)} = \beta^*$ with probability

$$
\alpha(\beta^*|y_{1:T}, W) = \min \left\{ \frac{p(\beta^*, W^{(i)}|y_{1:T}) q(\beta^{(i-1)}|\beta^*)}{p(\beta^{(i-1)}, W^{(i)}|y_{1:T}) q(\beta^*|\beta^{(i-1)})}, 1 \right\}.
$$

(B.107)

If $\beta^*$ is rejected, one sets $\beta^{(i)} = \beta^{(i-1)}$. I use $q(\beta^*|\beta^{(i-1)}) = p_N(\beta^{(i-1)}, \sigma_\beta)$, which is symmetric and hence the ratio of $q(\cdot)$ densities in (B.107) cancels. Let

$$
k(W, \beta|y_{1:T}) = p(W, \beta)p(y_{1:T}|\beta, W),
$$

(B.108)

where $k(W, \beta|y_{1:T})$ differs from $p(W, \beta|y_{1:T})$ by only a normalizing constant that would cancel in (B.107). Hence, we can calculate $\alpha$ as

$$
\alpha(\beta^*|y_{1:T}, W) = \min \left\{ \frac{k(W^{(i)}, \beta^*|y_{1:T})}{k(W^{(i)}, \beta^{(i-1)}|y_{1:T})}, 1 \right\},
$$

(B.109)

so long as we can calculate $k(W, \beta|y_{1:T})$ pointwise. One can indeed evaluate $p(y_{1:T}|\beta, W)$ pointwise by using the recursive filtering algorithm described in Prado and West (2010). For completeness, and because of its lesser familiarity in economics, I summarize the steps of the recursive filter and its use for likelihood evaluation in Table A-1.

Write the joint density of $y_t$ and $D_t$ as

$$
p(y_t, D_t|\phi, y_{1:t-1}) = p(y_t|\phi, y_{1:t-1}, D_t) p(D_t|\phi, y_{1:t-1}).
$$

(B.110)

Let $\Phi = (M, C, d, D)$ denote the sufficient statistics for the $\mathcal{N}\mathcal{W}$ distribution. We can evaluate the likelihood using the following recursions.
TABLE A-1
RECURSIVE FILTER FOR DYNAMIC PARAMETERS

<table>
<thead>
<tr>
<th>Distribution of Interest</th>
<th>Distributional Family</th>
<th>Parameters</th>
<th>State Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 0</strong> – Posterior from ( t - 1 )</td>
<td>((H_{t-1}</td>
<td>y_{1:t-1}, \Phi))</td>
<td>( W(d_{t-1</td>
</tr>
<tr>
<td>((b_{t-1}</td>
<td>y_{1:t-1}, \Phi, H_{t-1}))</td>
<td>( N(\mu_{t-1</td>
<td>t-1}, V_{t-1</td>
</tr>
</tbody>
</table>

| **Step 1** – Prior for \( t \) | \((H_t | y_{1:t-1}, \Phi)\) | \( W(d_{t|t-1}, \Psi_{t|t-1}) \) | \( d_{t|t-1} = \beta h_{t-1} \) \( \Psi_{t|t-1} = (\beta D_{t-1})^{-1} \) \( (h_{t-1}, D_{t-1}) \) given from iteration \( t - 1 \) |
| \((b_t | y_{1:t-1}, \Phi, H_t)\) | \( N(\mu_{t|t-1}, V_{t|t-1}) \) | \( \mu_{t|t-1} = \text{vec}(a_t) \) \( a_t = GM_{t-1} \) \( V_{t|t-1} = H_t^{-1} \otimes R_t \) \( R_t = GC_{t-1}G' + W \) |

| **Step 1.5** – Evaluate forecast density of \( y_t \) | \((y_t | y_{1:t-1}, \Phi)\) | \( T_c(y_t, V_{y,t}) \) | \( \zeta_t = d_{t|t-1} - n + 1 \) \( q_t = x_t' R_t x_t + 1 \) \( V_{y,t} = (q_t/\zeta_t) D_{t-1} \) \( A_t = R_t x_t / q_t \) \( \hat{y}_t = a_t' x_t \) \( e_t = y_t - \hat{y}_t \) |

| **Step 2** – Posterior after \( t \) | \((H_t | y_{1:t}, \Phi)\) | \( W(d_{t|t}, \Psi_{t|t}) \) | \( d_{t|t} = h_t \) \( \Psi_{t|t} = D_t^{-1} \) \( h_t = \beta h_{t-1} + 1 \) \( D_t = \beta D_{t-1} + \frac{1}{q_t} e_t e_t' \) |
| \((b_t | y_{1:t}, \Phi, H_t)\) | \( N(\mu_t|t, V_{t|t}) \) | \( \mu_t|t = \text{vec}(M_t) \) \( M_t = a_t + A_t e_t' \) \( V_{t|t} = H_t^{-1} \otimes C_t \) \( C_t = R_t - A_t A_t' q_t \) |

Notes: The table summarizes results given in Prado and West (2010).

**Step 0: Posterior for dynamic parameters from \( t - 1 \).** Suppose the posterior for \( S_t|\theta, Y_{0:t-1} \) is of the form \( \mathcal{N} \mathcal{W}(\Phi_t|t-1) \), where the elements of \( \Phi_{t-1|t-1} \) are specified in Step 0 of Table A-1.

**Step 1: Prior for dynamic parameters entering \( t \).** The functional forms for the state transition equations and their innovations yield a prior for \( S_t|\theta, Y_{0:t-1} \) of the form \( \mathcal{N} \mathcal{W}(\Phi_{t|t-1}) \), where the elements of \( \Phi_{t|t-1} \) are specified in Step 1 of Table A-1, see Chapter 10 of Prado and West (2010).

**Step 1.5: Evaluate the forecast density.**
**Step 2: Posterior for dynamic parameters.** Update beliefs about \((S_t)\) according to Bayes rule,

\[
p(S_t|\theta, Y_{0:t}) = \frac{p(y_t|\theta, Y_{0:t-1}, S_t)p(S_t|\theta, Y_{0:t-1})}{p(y_t|\theta, Y_{0:t-1})},
\]

where the posterior for \((H_t, B_t)\) is summarized by the sufficient statistics \(\Phi_t\) that can be computed according to the expressions in Step 2 of Table A-1.

**Step 3: Return to Step 1 for \(t+1\).** In the words of Uhlig (1994), “the game can begin anew.”

Following Step 2, one can evaluate the likelihood

\[
p(y_t|\theta, Y_{1:t-1}) = \int_{S_t} p(y_t|\theta, Y_{1:t-1}, S_t) p(S_t|\theta, Y_{1:t-1}) dS_t,
\]

using the familiar closed-form expression for the marginal likelihood of a VAR, where the VAR here happens to have a single observation, \(y_t\).

\[
(B.113) \quad \text{MDD EQUATION HERE}
\]

Iterating on these steps until \(t = T\) is reached, one can evaluate the likelihood for the full sequence of observations as the product of conditional likelihoods

\[
p(Y_{1:T}|\theta) = \prod_{t=1}^{T} p(y_t|\theta, Y_{t-1})
\]

where each \(p(y_t|\theta, Y_{0:t-1})\) is evaluated via (B.113).

**B.2.2 Step 2b: \(D_{0:T}|Y_{1:T}, \beta, W\)**

The final step in the MCMC algorithm is a sweep through the recursive backwards “smoothing” algorithm of Prado and West (2010) for \(D_{0:T}\). For completeness I summarize the smoother in Table A-2. The draw proceeds backwards

---

23See section 10.4.5 of Prado and West (2010).
<table>
<thead>
<tr>
<th>Distribution of Interest</th>
<th>Distributional Family</th>
<th>Parameters</th>
<th>State Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>((H_t</td>
<td>Y_t, \theta, H_{t+1}))</td>
<td>(H_t = \beta H_{t+1} + Y_t)</td>
<td>(d_t = (1 - \beta)h_t)</td>
</tr>
<tr>
<td></td>
<td>(Y_t \sim \mathcal{N}(d_t, \Psi_t))</td>
<td>(\Psi_t = D_t^{-1})</td>
<td>((b_t</td>
</tr>
<tr>
<td>(\mathcal{N}(\mu_{t</td>
<td>t+1}, V_{t</td>
<td>t+1}))</td>
<td>(\mu_{t</td>
</tr>
<tr>
<td></td>
<td>(V_{t</td>
<td>t+1} = H_{t+1}^{-1} \otimes C_t^*)</td>
<td>(C_t^* = C_t - B_t^W R_{t+1} B_t^{W'})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(B_t^W = C_t G' R_{t+1}^{-1})</td>
<td></td>
</tr>
</tbody>
</table>

from the end the forward filtering algorithm used to evaluate the likelihood in Step 2a.

### C. Computational considerations for the MCMC Algorithm

A few aspects of an efficient implementation of the MCMC algorithm are worth calling attention to. First, The smoothing algorithm used in Step 2b makes use of some objects computed during a run of the forward filtering algorithm. In particular, the terminal values of \((h_T, D_T^{-1}, M_T, C_T)\) summarize the posterior distribution of \((H_T, B_T)\) from which the backwards smoother is initialized, and the entire sequences of \(a_{1:T}, R_{1:T}, C_{1:T},\) and \(M_{1:T}\) are used in the smoother as well. Since the filtering step would have been run to evaluate the likelihood function during the MH algorithm in Step 2a, the values of the state variables can be stored and then reused in step 2b.

Second, the posterior smoothing algorithm in Step 2b requires sampling repeatedly from a potentially high-dimensional multivariate normal distribution, whose covariance matrix is given by \(V_{t|t+1} = H_{t+1}^{-1} \otimes C_t^*\). The kronecker structure of the covariance means that the distribution takes the special form known as matrix normal distribution, which allows for dramatically faster sampling than naively computing \(V_{t|t+1}\) and drawing from the multivariate normal with \(V_{t|t+1}\) as
its covariance. Namely a random draw of \( b_t \) can be obtained via a random draw of a matrix \( X_{m \times n} \) populated with iid univariate normal random draws and then setting

\[
  b_t = \mu_t |_{t+1} + \text{vec}\left( \mathcal{U}(C_t') X \mathcal{U}(H_{t+1}^{-1}) \right)
\]

where \( \mathcal{U}(\cdot) \) denotes the upper-triangular Cholesky decomposition. This method of sampling generates a speed gain of more than an order of magnitude in MATLAB in the context of the six variable application.

**D. Derivation of Block 1 in the MCMC Algorithm**

One can derive the expressions for Block 1 of the MCMC algorithm as follows. Conditional on \( \beta \) and the dynamic latent variables \( D_{t-1:t} \), the “likelihood” for \( W \) is

\[
  p(V_t | W, D_{t-1:t}, \beta, y_{1:T}) = p_{MN}(0_{m \times n}, W, H_t^{-1})
\]

\[
  = (2\pi)^{-mn/2} |H_t^{-1}|^{-m/2} |W|^{-n/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ H_t V_t' W^{-1} V_t \right] \right\}
\]

Letting \( c_{W,t} = (2\pi)^{-mn/2} |H_t^{-1}|^{-m/2} \), and using the trace operator’s invariance to cyclic permutations, one can write

\[
  p(V_t | W, D_{t-1:t}, \beta, y_{1:T}) = c_{W,t} |W|^{-n/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ V_t H_t V_t' W^{-1} \right] \right\}
\]

and, letting \( \Psi_t = V_t H_t V_t' \), even more compactly as

\[
  p(V_t | W, D_{t-1:t}, \beta, y_{1:T}) = c_{W,t} |W|^{-n/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Psi_t W^{-1} \right] \right\}.
\]

The likelihood for \( W \) given the full sequence \( V_{1:T} \) is

\[
  p(V_{1:T} | W, D_{0:T}) = \prod_{t=1}^{T} c_{W,t} p(V_t | W, D_{t-1:t}).
\]
Defining $c_W = \prod_{t=1}^{T} c_{W,t}$ gives

$$p(V_{1:T} | W, D_{0:T})$$

(D.122) \[ = c_W |W|^{-Tn/2} \exp \left\{ -\frac{1}{2} \sum_{t=1}^{T} \text{tr} \left[ \Psi_t W^{-1} \right] \right\} \]

(D.123) \[ = c_W |W|^{-Tn/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \sum_{t=1}^{T} \Psi_t W^{-1} \right] \right\} \]

(D.124) \[ = c_W |W|^{-Tn/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \left( \sum_{t=1}^{T} \Psi_t \right) W^{-1} \right] \right\} \]

Letting $\Psi_{1:T} = \sum_{t=1}^{T} \Psi_t$ one can write

(D.125) \[ p(V_{1:T} | W, D_{0:T}) = c_w |W|^{-Tn/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Psi_{1:T} W^{-1} \right] \right\} . \]

If the prior for $W$ is $IW(\Psi_0, \nu_0)$ with density

(D.126) \[ p(W) = c_{IW} |W|^{-(\nu_0 + m + 1)/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Psi_0 W^{-1} \right] \right\} , \]

then the conditional posterior takes the form

(D.127) \[ p(W|D_{0:T}) = c_{IW} c_W |W|^{-(\nu_0 + Tn + m + 1)/2} \times \exp \left\{ -\frac{1}{2} \text{tr} \left[ (\Psi_0 + \Psi_{1:T}) W^{-1} \right] \right\} . \]
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